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Abstract 
This study introduces maximum likelihood and Bayesian approaches to Poisson parameter estimation using posterior 

distribution. I discuss three types of loss functions: the asymmetric linear exponential loss function, non-linear 

exponential loss function, and squared error loss function. Their performance is compared with the maximum likelihood 

estimator using mean squared error (MSE) as the test criterion. The proposed method with the classical estimator 

(maximum likelihood estimator) is better than that with the non-classical estimators for point estimation with different 

sample sizes. Maximum likelihood estimation provides the optimal performance in estimating the Poisson distribution, as 

evidenced by the asymptotically smallest MSE values. For small true parameter values the results reveal that the 

Bayesian approaches have good estimation performance. 

Keywords: Bayes estimator; Linear exponential (LINXE) loss function; Maximum likelihood estimator; Mean squared error (MSE); 

Non-linear exponential (NLINEX) loss function; Squared error (SE) loss function. 
 

 

1. Introduction 
Poisson distribution is a discrete distribution that indicates the number of times an event is likely to occur 

within a given period. It is utilized to determine the probability of an independent event happening in a fixed interval 

of time with a steady mean rate. There are various applications of Poisson distribution, such as predicting the waiting 

time between events, the number of typos on the different pages of a book, and the number of births per hour during 

a given time. Ahmad and Roohi [1], has been explained using a recurrence relation for the Poisson random variables 

in the first order of negative moment. 

Previously, Cohen Jr [2], investigated the maximum likelihood estimation (MLE) of a Poisson distribution that 

has been modified such that a proportion θ of ones (events) is reported to be zeros (non-events).  

Holgate [3], introduced Poisson distribution to estimate bivariate Poisson distribution. Frome, et al. [4], 

introduced MLE to estimate the parameters in a regression model when experimental data are drawn from a Poisson 

distribution. Hassan, et al. [5], considered the Bayes estimator for the parameter of zero-truncated Poisson 

distribution. 

Consul and Jain [6], generalised the Poisson distribution with two parameters. The maximum likelihood, 

Markov chain Monte Carlo, and Bayes approach to testing hypotheses about the mean of the Poisson parameter have 

been discussed by Araveeporn [7]. Two Bayesian approaches for Poisson parameter estimation under the squared 

error loss and quadratic loss functions were studied by Supharakonsakun [8]. 

This study considers Bayesian estimation with three types of loss functions. The first is the linear-exponential 

asymmetric linear exponential (LINEX) loss function, which increases roughly linearly on one side of zero and 

roughly exponentially on the other. The LINEX loss function was introduced by Varian [9] and Zellner [10]. The 

second is the non-linear exponential (NLINEX) loss function, which is another asymmetric loss function. The 

NLINEX loss function, proposed by Islam, et al. [11] is a modification of the LINEX loss function, where the 

exponential form of the asymmetric loss function is not always related linearly. The third is the SE loss function, a 

type of symmetric function also known as the mean of the posterior density function. Note that NLINEX is a mixture 

of the LINEX and SE loss functions. Thus, it preserves the estimation error attributed to both loss functions. For 

more details, see Islam, et al. [11]. 

Furthermore, several studies have discussed inferential methods based on the MLE and Bayesian approaches to 

estimate the unknown parameters of certain distributions. Examples include Exponential distribution [12], Rayleigh 

distribution [13], Poisson-exponential distribution for complete samples [14] multivariate normal distribution [15] 

and reliability distribution [16]. 

mailto:haldrawshah@bu.edu.sa
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


Academic Journal of Applied Mathematical Sciences  

 

15 

This study reports the estimates of the Poisson parameter based on MLE, LINEX, NLINEX, and SE. The 

remainder of this paper is organized as follows. Section 2 describes the parameter estimation methods and their 

derivations. A Monte Carlo simulation study and the results are reported comparing the estimation methods in 

Section 3. The conclusions are presented in Section 4. 

 

2. Estimation Methods for Parameter θ 
      This section presents methods of estimating the Poisson parameter based on MLE, LINEX, NLINEX, and SE.  

 

2.1. Maximum Likelihood Estimator 
MLE is the most popular method for estimating the unknown parameters of a probability distribution based on 

observations   ,   , ...,     The maximum likelihood estimate can be computed by maximizing a likelihood 

function. Suppose   = (  ,   , ...,   ) is a random sample of size n with a probability mass function from 

independent and identically distributed random variables from a Poisson distribution with parameter θ. A discrete 

random variable X follows a Poisson distribution with parameter θ if the probability mass function is given by 

 , (1) 

Where    0, 1, 2, … and θ is a constant mean rate of event accrual. 

      The likelihood, L (θ), θ based on   = (  ,   , ...,   ) is defined by 

  (2) 

Instead of maximizing the likelihood function itself, one can maximize the natural logarithm of the likelihood 

function (2) as follows: 

   

 lnL (Xi|θ) = −nθ +∑   
 
    lnθ − ln∏    

 
    (3)  

To estimate the parameter θ, set the first derivative of (3), with respect to the parameter θ, to zero as follows: 

 
 Thus, the following is obtained 

 
By solving the equation for  ̂  one obtains 

  (4) 

The second derivative of the estimator is less than 0, which means that the estimator is the maximum, where 

 
Note that, the value of θ that maximizes the natural logarithm of the likelihood function log(θ) is also the value of 

θ that maximizes the likelihood function L (θ). Additionally, the MLE of θ is the sample mean. 

 

2.2. Bayes Estimation 
Bayesian estimation requires the specification of a prior distribution of the parameter. Here, the informative 

conjugate prior for θ is a Gamma distribution with parameters α and β, where α is the shape parameter, and β is the 

scale parameter, and is given as follows: 

                          (5) 

By combining the likelihood function in (2) and the prior distribution in (5), the posterior distribution for the 

Bayes procedure is obtained, as follows: 
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               , 

which is a Gamma distribution with parameters ∑     
 
     and n + β. Then, 

                                   . 

 

2.2.1. Bayes’ Estimator of Parameter θ for LINEX Loss Function 
Ahmadi, et al. [17], discussed the LINEX loss function for θ. It can be defined as follows: 

L(D) = b[exp(c(D)) − cD − 1], 

where b > 0, is the scale parameter, c   0 denotes the shape parameter, and D represents the estimation error, 

that is, D =  ̂− θ. 

The Bayes estimator of θ, which depends on the LINEX loss function, is denoted by  ̂  and depending on the 

LINEX loss function, can be expressed as 

 
Provided that   (exp(−cθ)) exists and is finite, where    denoted the expected value. Here, 

 
Thus, 

  . (6) 

Hence,  ̂   is given by 

  . 

 (7) 

2.2.2. Bayes’ Estimator of Parameter θ for NLINEX Loss Function 
The NLINEX loss function can be defined as 

, 

where D represents the error in estimating θ by  ̂ then D =  ̂− θ. 
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The Bayes estimator of θ based on NLINEX loss function, denoted by  ̂   , is discussed in the following 

theorem. 

 

Theorem 1 For the NLINEX loss function, the Bayes estimator for a parameter θ is written as the following: 

 ̂BNL = −[lnEθ (exp(−cθ)) − 2Eθ(θ)]/(c + 2), 

Where  Eθ stands for posterior expectation. 

[11] provided the proof of this theorem. 

      From equation (6) we get   e−cθ. Now, we find    (θ) as follows: 

(8) 

 
Therefore 

 . (9) 

By substituting (9) and (6) in (8), the Bayes estimator of θ under NLINEX loss function can be written as 

follows: 

 . (10) 

The relationship between the Bayes estimator for the parameter θ under LINEX and NLINEX loss functions is 

given in Theorem 3.2 which is explained by Islam, et al. [11]. 

 

2.2.3. Bayes Estimator of Parameter θ for Squared Error Loss Function  
The Bayesian estimator of θ for the SE loss function can be defined as 

                L (θ,  ̂) = ( ̂− θ)
2
. 

The Bayes estimate under the squared error loss function is the posterior mean. The BE of θ under SE loss 

function is given in (9), denoted by  ̂BS. It can be written as 

 . (11) 

 

3. Numerical Simulation Results 
In this section, the estimation of the Poisson distribution parameter is illustrated from 10, 000 replications with 

sample sizes (n =10, 20, 30, 50, 75, 100) and true parameters θ = 0.5, 1,5, 10, 15, 20, given arbitrary prior 

parameters (α, β, c)= (1, 2, 1), (1.5, 2.5, 2), (2, 2, 1), (3, 3, 2) for Bayesian methods with three different loss 

functions.  Maximum likelihood estimator,  ̂MLE of θ is computed from equation (4). Bayesian estimation,  ̂BL,
  ̂BNL, 

and  ̂BS are computed from equations (7), (8), and (11), respectively. To compare estimators  ̂MLE,  ̂BL,  ̂BNL, and  ̂BS, 

the mean square error (MSE) was computed as. 

. 

MSE was used to identify the best-performing estimation method, with the lowest MSE value meaning that the 

estimated value of θ was closest to its true value. 

The results of the simulation study are listed in Tables 1, 2, 3, 4 and shown in Figure 1. 

From the results, the following observations were made: 

1- The values of all MSEs decreased as the sample size increased. 

2- With increasing θ, the MSE values of all methods increased. 

3- It is clear that for θ = 5, 10, 15, 20, the lowest MSE values were obtained by MLE, while the Bayesian approach 

provided the best estimates for small true parameter values of θ = 0.5 and 1. 
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4- For θ = 1, MLE exhibited the worst performance for point estimation compared with the other estimation 

methods. 

5- When focusing on the Bayesian estimation approaches, the SE method gave better estimates than those obtained 

from LINEX and NLINEX loss functions for θ = 5,10,15,20. 

For θ = 0.5 and sample size n =10, 20, 30, or 75, the lowest MSE values were obtained by the Bayes estimator under 

LINE. 

 
Table-1. MSE of different estimators of Poisson distribution, with α = 1, β=2, c = 1 
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Table-2. MSE of different estimators of Poisson distribution, with α = 1.5, β=2,5, 5, c = 2 
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Table-3. MSE of different estimators of Poisson distribution, with α = 2, β=2, c = 1. 
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Table-4. MSE of different estimators of Poisson distribution, with α = 3, β=3, c = 2. 

 
 

Figur-1. The performance of MSE of different estimators θ for Poisson distribution  with n = 10, 20, 30, 50, 75, 100. 
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4. Conclusion 
This work studied the MLE and Bayesian methods, including LINEX, NLINEX, and SE loss functions, to 

estimate the rate parameter of the Poisson distribution. I performed a Monte Carlo simulation to analyze the 

performance of the methods. I used MSE to compare the performance of these methods. The results of the simulation 

study demonstrate that MLE performs best in estimating the parameter according to the smallest values of MSE for 

θ= 5, 10, 15, and 20, while the Bayesian method performs best for θ = 0.5 and 1. 
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