Academic Journal of Applied Mathematical Sciences
ISSN(e): 2415-2188, ISSN(p): 2415-5225
Vol. 8, Issue. 2, pp: 34-41, 2022
URL: https://arpgweb.com/journal/journal/17

# Stable Numerical Differentiation Algorithms Based on the Fourier Transform in Frequency Domain 

Yanling He<br>College of Mathematics and Computer Science, Gannan Normal University, Ganzhou, China

Huilin Xu (Corresponding Author)
College of Mathematics and Computer Science, Gannan Normal University, Ganzhou, China
Email: xuhuilin@163.com

Xiaoyan Xiang<br>College of Mathematics and Computer Science, Gannan Normal University, Ganzhou, China

## Article History

Received: 24 January, 2022
Revised: 26 March, 2022
Accepted: 6 April, 2022
Published: 10 April, 2022
Copyright © 2022 ARPG
\& Author
This work is licensed under
the Creative Commons Attribution International Commons Attribution License 4.0


#### Abstract

A class of stable numerical differential algorithms is constructed based on the Fourier transform. The instability of numerical differentiation problem is over came by modifying the integral "kernel" in frequency domain. The convergence of the approximate derivatives is ensured based on some reasonable assumptions of the modified "kernel" function. The a-posteriori choice strategy of the regularization parameter is considered. Moreover, the convergence analysis and error estimate of the approximate derivatives are also given.
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## 1. Introduction

Numerical differentiation aims to compute the derivative of a function approximately, which has been used extensively in image feature detection [1], magnetic resonance imaging [2], neural networks [3] and so on. The analytical derivative method always cannot be used in practical issues because we only know the measured data of the given function.

When the measured data contains some noise, the error of the calculated derivatives by finite difference method maybe huge. In order to overcome the instability, some stabilization methods should be introduced. There have been many works concerning on how to construct the stable numerical differentiation algorithms, such as the stable difference method [4, 5], the regularization method [6-8], the Lanczos integral method [9-11], the mollification method [12, 13], the method based on direct and inverse problems of pdes [14, 15] and so on.

Let $f(x) \in L^{2}(R)$ be a real-valued function, $\hat{f}(\xi)$ be its Fourier transform, i.e.,

$$
\begin{equation*}
\hat{f}(\xi)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} f(x) e^{-i \xi x} d x \tag{1.1}
\end{equation*}
$$

For the $k$-order derivative $f^{(k)}(x)(k=1,2, \cdots)$ of $f(x)$, its Fourier transform is
$f^{(k)}(\xi)=(i \xi)^{k} \hat{f}(\xi)$.
Taking the inverse Fourier transform, we have

$$
\begin{equation*}
f^{(k)}(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty}(i \xi)^{k} \hat{f}(\xi) e^{i \xi x} d \xi \tag{1.2}
\end{equation*}
$$

In the digital signal processing, a function $f(x)$ can be represented as a weighted sum of signals $\hat{f}(\xi)$.
 $f^{(k)}(x)$, and the weights of the high-frequency components can be amplified by $(i \xi)^{k}$. Consider the noisy data $f^{\delta} \in L^{2}(R)$ satisfying

$$
\begin{equation*}
\left\|f^{\delta}-f\right\| \leq \delta \tag{1.3}
\end{equation*}
$$

where $\|\cdot\|_{\text {is the }} L^{2}$-norm and the constant $\delta>0$ represents the noise level. The noise of $f(x)$ in the high frequency components can also be amplified by the term $(i \xi)^{k}$, and a natural way to construct stable algorithms is to filter the high-frequency components.

In this paper, a class of stable numerical differential algorithms is constructed based on filtering the highfrequency components in (1.2). The convergence of the approximate derivatives is ensured based on some reasonable assumptions of the kernel function. The a-posteriori choice strategy of the regularization parameter is considered, and the convergence analysis of the approximate derivatives is also given.

The paper is organized as follows. In section 2, we construct a class of stable numerical differential algorithms based on Fourier transform in frequency domain, and some different choices of the "kernel" function are also given. The a-posteriori choice strategy of the regularization parameter and the convergence analysis of the approximate derivatives are given in Section 3.

## 2. Numerical Differentiation in Frequency Domain

In this section, the approximate $k$-order derivatives are constructed by

$$
\begin{equation*}
R_{\alpha}^{k} f(x):=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} q(\alpha, \xi)(i \xi)^{k} \hat{f}(\xi) e^{i \xi x} d \xi, f \in L^{2}(R) \tag{2.1}
\end{equation*}
$$

In order to ensure the convergence of $R_{\alpha}^{k} f(x)$, we give the following conclusion.
Theorem 2.1 Assume that
$q(\alpha, \xi): R^{+} \times R \rightarrow R$
is monotone decreasing with respect to $\alpha$, and satisfies the following conditions.
(1) $|q(\alpha, \xi)| \leq 1$ for all $\alpha>0$ and $\xi \in R$;
(2) there exists a function $c(\alpha)$ satisfying
$|q(\alpha, \xi)| \cdot\left|\xi^{k}\right| \leq c(\alpha)$
for all $\xi \in R$ and every $\alpha>0$;
(3a) $\lim _{\alpha \rightarrow 0} q(\alpha, \xi)=1$ for every $\xi \in R$.
Then it has $\lim _{\alpha \rightarrow 0} R_{\alpha}^{k} f(x)=f^{(k)}(x)$ and $\left\|R_{\alpha}^{k}\right\| \leq c(\alpha)$. Moreover, it has
$\lim _{\delta \rightarrow 0} R_{\alpha(\delta)}^{k} f^{\delta}(x)=f^{(k)}(x)$
if the choice $\alpha=\alpha(\delta)$ satisfies $\alpha(\delta) \rightarrow 0$ and $c(\alpha) \delta \rightarrow 0$ as $\delta \rightarrow 0$.
Proof: The operator $R_{\alpha}^{k}$ is bounded since it has
$\left\|R_{\alpha}^{k} f\right\|^{2}=\int_{-\infty}^{+\infty}\left|q(\alpha, \xi)(i \xi)^{k} \hat{f}(\xi)\right|^{2} d \xi \leq c(\alpha)^{2}\|\hat{f}\|^{2}=c(\alpha)^{2}\|f\|^{2}$,
i.e., $\left\|R_{\alpha}^{k}\right\| \leq c(\alpha)$.

From $\left\|f^{(k)}\right\|^{2}=\left\|\hat{f}^{(k)}\right\|^{2}=\int_{-\infty}^{+\infty}\left|(i \xi)^{k} \hat{f}(\xi)\right|^{2} d \xi$ we know that there exists $M \in N_{\text {satisfying }}$
$\max \left\{\int_{-\infty}^{-M}\left|(i \xi)^{k} \hat{f}(\xi)\right|^{2} d \xi, \int_{M}^{+\infty}\left|(i \xi)^{k} \hat{f}(\xi)\right|^{2} d \xi\right\} \leq \frac{\varepsilon^{2}}{4}$
for any $\varepsilon>0$. There exists $\alpha_{0}>0$ such that
$|q(\alpha, \xi)-1|^{2} \leq \frac{\varepsilon^{2}}{2\left\|f^{(k)}\right\|^{2}}$,
for all $\xi \in C$ and $0<\alpha<\alpha_{0}$ from the assumption (3). Thus, it has

$$
\begin{aligned}
\left\|R_{\alpha}^{k} f-f^{(k)}\right\|^{2}= & \int_{-\infty}^{+\infty}|q(\alpha, \xi)-1|^{2}\left|(i \xi)^{k} \hat{f}(\xi)\right|^{2} d \xi=\int_{-\infty}^{-M}|q(\alpha, \xi)-1|^{2}\left|(i \xi)^{k} \hat{f}(\xi)\right|^{2} d \xi \\
& +\int_{-M}^{M}|q(\alpha, \xi)-1|^{2}\left|(i \xi)^{k} \hat{f}(\xi)\right|^{2} d \xi+\int_{M}^{+\infty}|q(\alpha, \xi)-1|^{2}\left|(i \xi)^{k} \hat{f}(\xi)\right|^{2} d \xi \\
\leq & \frac{\varepsilon^{2}}{4}+\frac{\varepsilon^{2}}{2\left\|f^{(k)}\right\|^{2}} \int_{-M}^{M}\left|f^{(k)}(x)\right|^{2} d x+\frac{\varepsilon^{2}}{4} \leq \varepsilon^{2}
\end{aligned}
$$

$$
\lim _{\alpha \rightarrow 0} R_{\alpha}^{k} f(x)=f^{(k)}(x)
$$

and then it has
By the standard triangle inequality, it has

$$
\begin{equation*}
\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\| \leq\left\|R_{\alpha}^{k} f^{\delta}-R_{\alpha}^{k} f\right\|+\left\|R_{\alpha}^{k} f-f^{(k)}\right\| \leq c(\alpha) \delta+\left\|R_{\alpha}^{k} f-f^{(k)}\right\|, \tag{2.2}
\end{equation*}
$$

thus $\lim _{\delta \rightarrow 0} R_{\alpha(\delta)}^{k} f^{\delta}(x)=f^{(k)}(x){ }_{\text {if }} \alpha(\delta) \rightarrow 0{ }_{\text {and }} c(\alpha) \delta \rightarrow 0$ as $\delta \rightarrow 0$.
Theorem 2.2 Assume that $\|f\|_{p} \leq M, p>k$, the assumptions (1) and (2) of the theorem 2.1 hold and (3a) be replaced by
(3b) For all $\alpha>0$ and $\xi \in R$, there exists $c_{1}>0_{\text {satisfying }}$
$\left|(q(\alpha, \xi)-1) \xi^{k}\right| \leq c_{1} \alpha^{p-k}\left(1+\xi^{2}\right)^{p / 2}$.
Then it has

$$
\begin{equation*}
\left\|R_{\alpha}^{k} f-f^{(k)}\right\| \leq c_{1} \alpha^{p-k}\|f\|_{p} \tag{2.3}
\end{equation*}
$$

and

$$
\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\| \leq c(\alpha) \delta+c_{1} M \alpha^{p-k}
$$

Proof: From equations (1.2) and (2.1) we know that

$$
\begin{aligned}
\left\|R_{\alpha}^{k} f-f^{(k)}\right\|^{2} & =\int_{-\infty}^{+\infty}|q(\alpha, \xi)-1|^{2}\left|(i \xi)^{k} \hat{f}(\xi)\right|^{2} d \xi \\
& =\int_{-\infty}^{+\infty}|q(\alpha, \xi)-1|^{2}(\xi)^{2 k}|\hat{f}(\xi)|^{2} d \xi \\
& =\int_{-\infty}^{+\infty}\left(\frac{\left(q(\alpha, \xi) \xi^{k}\right)}{\left(1+\xi^{2}\right)^{\frac{p}{2}}}\right)^{2}\left(1+\xi^{2}\right)^{p}|\hat{f}(\xi)|^{2} d \xi \\
& \leq c_{1}^{2} \alpha^{2(p-k)}\|f\|_{p}^{2}
\end{aligned}
$$

Thus, it has

$$
\left\|R_{\alpha}^{k} f-f^{(k)}\right\| \leq c_{1} \alpha^{p-k}\|f\|_{p}
$$

From equations (2.2) and (2.3) we know that

$$
\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\| \leq\left\|R_{\alpha}^{k} f^{\delta}-R_{\alpha}^{k} f\right\|+\left\|R_{\alpha}^{k} f-f^{(k)}\right\| \leq c(\alpha) \delta+c_{1} M \alpha^{p-k}
$$

Theorem 2.3 The following functions $q(\alpha, \xi)$ satisfy the assumptions (1), (2), (3a) and (3b) respectively: (a)

$$
q(\alpha, \xi)=\left\{\begin{array}{l}
1, \alpha|\xi| \leq 1 \\
0, \alpha|\xi|>1
\end{array}\right.
$$

In this case, (2) holds with $c(\alpha)=\frac{1}{\alpha^{k}},(3 \mathrm{~b})$ holds with $c_{1}=1$.
(b)

$$
q(\alpha, \xi)=\frac{1}{1+(\alpha \xi)^{2 k}},
$$

In this case, (2) holds with $c(\alpha)=\frac{1}{2 \alpha^{k}}$, (3b) holds with $c_{1}=1$, when $p<3 k$.
(c)

$$
q(\alpha, \xi)=\frac{1}{1+(\alpha|\xi|)^{k}},
$$

In this case, (2) holds with $c(\alpha)=\frac{1}{\alpha^{k}}$, (3b) holds with $c_{1}=1$, when $p<2 k$.
(d)
$q(\alpha, \xi)=e^{-(\alpha|\xi|)^{k}}$,
In this case, (2) holds with $c(\alpha)=\frac{1}{\alpha^{k}},(3 b)$ holds with $c_{1}=1$, when $p<2 k$

Proof: (a) Consider the assumption (2), it is sufficient to consider the case $\alpha|\xi| \leq 1$, where $\left|q(\alpha, \xi) \xi^{k}\right|=|\xi|^{k} \leq \frac{1}{\alpha^{k}}$

$$
\frac{\left|(q(\alpha, \xi)-1) \xi^{k}\right|}{\left(1+\xi^{2}\right)^{p / 2}}=\frac{|\xi|^{k}}{\left(1+\xi^{2}\right)^{p / 2}} \leq|\xi|^{k-p} \leq \alpha^{p-k}
$$

(b) The assumption (2) can be obtained by

$$
\left|q(\alpha, \xi) \xi^{k}\right|=\frac{|\xi|^{k}}{1+(\alpha \xi)^{2 k}} \leq \frac{1}{2 \alpha^{k}}
$$

For the assumption (3b), we consider in both cases $\alpha|\xi|>1{ }_{\text {and }} \alpha|\xi| \leq 1$. In the case $\alpha|\xi|>1$, it has

$$
\frac{\left|(q(\alpha, \xi)-1) \xi^{k}\right|}{\left(1+\xi^{2}\right)^{p / 2}}=\frac{\alpha^{2 k}|\xi|^{3 k}}{\left(1+(\alpha \xi)^{2 k}\right)\left(1+\xi^{2}\right)^{p / 2}} \leq|\xi|^{k-p} \leq \alpha^{p-k}
$$

In the case $\alpha|\xi| \leq 1$, it has

$$
\frac{\left|(q(\alpha, \xi)-1) \xi^{k}\right|}{\left(1+\xi^{2}\right)^{p / 2}} \leq \frac{\alpha^{2 k}|\xi|^{3 k}}{\left(1+\xi^{2}\right)^{p / 2}} \leq \alpha^{p-k}|\alpha \xi|^{3 k-p} \leq \alpha^{p-k}
$$

when $3 k-p>0$. Thus, the assumption (3b) holds with $c_{1}=1$
(c) The assumption (2) can be obtained by

$$
\left|q(\alpha, \xi) \xi^{k}\right|=\frac{|\xi|^{k}}{1+(\alpha|\xi|)^{k}} \leq \frac{1}{\alpha^{k}}
$$

For the assumption (3b), we consider in both cases $\alpha|\xi|>1$ and $\alpha|\xi| \leq 1$. In the case $\alpha|\xi|>1$, it has

$$
\frac{\left|(q(\alpha, \xi)-1) \xi^{k}\right|}{\left(1+\xi^{2}\right)^{p / 2}}=\frac{\alpha^{k}|\xi|^{2 k}}{\left(1+(\alpha|\xi|)^{k}\right)\left(1+\xi^{2}\right)^{p / 2}} \leq \alpha^{k}|\xi|^{2 k-p} \leq \alpha^{p-k}|\alpha \xi|^{2 k-p} \leq \alpha^{p-k}
$$

when $2 k-p>0$. Thus, the assumption (3b) holds with $c_{1}=1$.
(d) The assumption (2) can be obtained by

$$
\left|q(\alpha, \xi) \xi^{k}\right|=\frac{|\xi|^{k}}{e^{(\alpha \mid \xi)^{k}}} \leq \frac{|\xi|^{k}}{|\alpha \xi|^{k}} \leq \frac{1}{\alpha^{k}}
$$

For the assumption (3b), we similarly consider in both cases $\alpha|\xi|>1_{\text {and }} \alpha|\xi| \leq 1$. In the case $\alpha|\xi|>1$, it has

$$
\frac{\left|(q(\alpha, \xi)-1) \xi^{k}\right|}{\left(1+\xi^{2}\right)^{p / 2}} \leq \frac{|\xi|^{k}}{\left(1+\xi^{2}\right)^{p / 2}} \leq|\xi|^{k-p} \leq \alpha^{p-k}
$$

In the case $\alpha|\xi| \leq 1$, by means of inequalities $e^{x} \geq 1+x$ and $e^{x} \leq \frac{1}{1-x}(x<1)$ it has

$$
\frac{\left|(q(\alpha, \xi)-1) \xi^{k}\right|}{\left(1+\xi^{2}\right)^{p / 2}} \leq \frac{\alpha^{k}|\xi|^{2 k}}{\left(1-(\alpha|\xi|)^{2 k}\right)\left(1+\xi^{2}\right)^{p / 2}} \leq \alpha^{k}|\xi|^{2 k-p} \leq \alpha^{p-k}|\alpha \xi|^{2 k-p} \leq \alpha^{p-k}
$$

when $2 k-p>0$. Thus, the assumption (3b) holds with $c_{1}=1$.
Theorem 2.4 Assume that $Q(x): R^{+} \rightarrow R_{\text {satisfies }} 0 \leq Q(x) \leq 1, \lim _{x \rightarrow 0} Q(x)=1$ and
$\left\{\begin{array}{l}Q(x) \leq \frac{1}{x}, x>1 ; \\ Q(x) \geq 1-x, x \leq 1 .\end{array}\right.$
Denote $q(\alpha, \xi):=Q\left\{(\alpha|\xi|)^{k}\right\}$, then it satisfies the assumption (1) (2) (3a) and (3b) when $p<2 k$.
Proof: The assumptions (1) and (3a) are obviously true. We only need to prove (2) and (3b) in both cases $\alpha|\xi|>1$ and $\alpha|\xi| \leq 1$. When $\alpha|\xi|>1$, it has
$\left|q(\alpha, \xi) \xi^{k}\right|=\left|Q\left\{(\alpha|\xi|)^{k}\right\} \xi^{k}\right| \leq \frac{1}{\alpha^{k}}$
and

$$
\frac{\left|(q(\alpha, \xi)-1) \xi^{k}\right|}{\left(1+\xi^{2}\right)^{p / 2}} \leq|\xi|^{k-p} \leq \alpha^{p-k}
$$

When $\alpha|\xi| \leq 1$ and $2 k-p>0$, it has

$$
\left|q(\alpha, \xi) \xi^{k}\right|=\left|Q\left\{(\alpha|\xi|)^{k}\right\} \xi^{k}\right| \leq \frac{|\xi|^{k}}{|\alpha \xi|^{k}} \leq \frac{1}{\alpha^{k}}
$$

and

$$
\frac{\left|(q(\alpha, \xi)-1) \xi^{k}\right|}{\left(1+\xi^{2}\right)^{p / 2}} \leq \frac{\left(1-Q\left\{(\alpha|\xi|)^{k}\right\}\right)|\xi|^{k}}{\left(1+\xi^{2}\right)^{p / 2}} \leq(\alpha|\xi|)^{k}|\xi|^{k-p}=\alpha^{p-k}|\alpha \xi|^{2 k-p} \leq \alpha^{p-k} .
$$

## 3. The Selection Strategy of Regularization Parameter

Consider the modified function $q(\alpha, \xi)$ defined in the Theorem 2.4, we need to give the selection strategy of regularization parameter $\alpha$. Similar to the Morozov discrepancy principle, an $a$-posteriori choice strategy of the parameter $\alpha(\delta)$ is considered by solving the following nonlinear equation

$$
\begin{equation*}
G(\alpha):=\left\|M_{\alpha} f^{\delta}-f^{\delta}\right\|=\left\|(q(\alpha, \xi)-1) f^{\delta}(\xi)\right\|=C \delta^{\gamma} \tag{3.1}
\end{equation*}
$$

where $C>0,0<\gamma \leq 1, C \delta^{\gamma}<\left\|f^{\delta}\right\|$ and

$$
M_{\alpha} f^{\delta}(x):=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} q(\alpha, \xi) f^{\delta}(\xi) e^{i \xi x} d x
$$

It can be proven that the equation (3.1) has a unique solution as follows. In fact, it has

$$
G^{2}(\alpha)=\int_{-M}^{+M}(q(\alpha, \xi)-1)^{2}\left(f^{\delta}(\xi)\right)^{2} d \xi+\int_{R \backslash[-M, M]}(q(\alpha, \xi)-1)^{2}\left(f^{\delta}(\xi)\right)^{2} d \xi
$$

There exists $M>0$ satisfying

$$
\int_{R \backslash[-M, M]}(q(\alpha, \xi)-1)^{2}\left(f^{\delta}(\xi)\right)^{2} d \xi \leq 2 \int_{R \backslash[-M, M]}\left(f^{\delta}(\xi)\right)^{2} d \xi \leq \mathrm{o}
$$

for any $\grave{\partial}>0$. When $\alpha$ is small enough, it has

$$
\int_{-M}^{+M}(q(\alpha, \xi)-1)^{2}\left(f^{\delta}(\xi)\right)^{2} d \xi \leq \mathrm{o}
$$

$$
\text { and then } G^{2}(\alpha) \leq 2 \text { ò , i.e., } \lim ^{\operatorname{lom}} G(\alpha)=0 \text {. Since }
$$

$$
\begin{aligned}
G^{2}(\alpha)-\left\|f^{\delta}\right\|^{2}= & \int_{R}\left((q(\alpha, \xi)-1)^{2}-1\right)\left(f^{\delta}(\xi)\right)^{2} d \xi \\
= & \int_{-M}^{+M}\left((q(\alpha, \xi)-1)^{2}-1\right)\left(f^{\delta}(\xi)\right)^{2} d \xi \\
& +\int_{R \backslash[-M,+M]}\left((q(\alpha, \xi)-1)^{2}-1\right)\left(f^{\delta}(\xi)\right)^{2} d \xi
\end{aligned}
$$

$$
\lim _{\alpha \rightarrow+\infty} G(\alpha)=\left\|f^{\delta}\right\| \quad \lim _{\text {based on }} q(\alpha, \xi)=0 \quad \text { and the similar discussion above. In addition, it has }
$$

$$
\left(G^{2}(\alpha)\right)^{\prime}=\frac{d}{d \alpha} \int_{-\infty}^{+\infty}(q(\alpha, \xi)-1)^{2}\left(f^{\delta}(\xi)\right)^{2} d \xi=\int_{-\infty}^{+\infty} 2 \frac{\partial q(\alpha, \xi)}{\partial \alpha}(q(\alpha, \xi)-1)\left(f^{\delta}(\xi)\right)^{2} d \xi>0
$$

Hence, the equation (3.1) has a unique solution.
In the following, we consider two different choices of $q(\alpha, \xi)=\frac{1}{1+(\alpha \xi)^{2 k}}$ and $q(\alpha, \xi)=\frac{1}{1+(\alpha \xi)^{k}}$ given in Theorem 2.3. When $q(\alpha, \xi)=\frac{1}{1+(\alpha \xi)^{2 k}}$, it has

Theorem 3.1 Assume that $f^{\delta} \in L^{2}(R)$ satisfies $\left\|f^{\delta}\right\|>\delta$, the regularization parameter $\alpha=\alpha(\delta)$ is chosen by solving $\left\|(q(\alpha, \xi)-1) f^{\delta}(\xi)\right\|=\delta$, then it has
(1) $\lim _{\delta \rightarrow 0} R_{\alpha(\delta)}^{k} f^{\delta}(x)=f^{(k)}(x)$;
(2) $\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\|=O\left(\delta^{\frac{1}{2}}\right)$, if $f \in L^{2 k}(R)$ and $\left\|f^{(2 k)}\right\| \leq M$.

Proof: Denote

$$
J_{\alpha}(g):=\left\|\hat{g}(\xi)-f^{\delta}(\xi)\right\|^{2}+\alpha^{2 k}\left\|(i \xi)^{k} \hat{g}(\xi)\right\|^{2}
$$

then it has

$$
\begin{aligned}
J_{\alpha}(g)-J_{\alpha}\left(M_{\alpha} f^{\delta}\right)= & \left\|\hat{g}(\xi)-f^{\delta}(\xi)\right\|^{2}+\alpha^{2 k}\left\|(i \xi)^{k} \hat{g}(\xi)\right\|^{2}-\left(\left\|(q(\alpha, \xi)-1) f^{\delta}(\xi)\right\|^{2}\right. \\
& \left.+\alpha^{2 k}\left\|q(\alpha, \xi)(i \xi)^{k} f^{\delta}(\xi)\right\|^{2}\right) \\
= & \left\|\hat{g}(\xi)-q(\alpha, \xi) f^{\delta}(\xi)\right\|^{2}+2 \mathfrak{R}\left((q(\alpha, \xi)-1) f^{\delta}(\xi), \hat{g}(\xi)-q(\alpha, \xi) f^{\delta}(\xi)\right) \\
& +2 \alpha^{2 k} \mathfrak{R}\left(q(\alpha, \xi)(i \xi)^{k} f^{\delta}(\xi),(i \xi)^{k} \hat{g}(\xi)-q(\alpha, \xi)(i \xi)^{k} f^{\delta}(\xi)\right) \\
& +\alpha^{2 k}\left\|(i \xi)^{k} \hat{g}(\xi)-q(\alpha, \xi)(i \xi)^{k} f^{\delta}(\xi)\right\|^{2} \\
= & \left\|\hat{g}(\xi)-q(\alpha, \xi) f^{\delta}(\xi)\right\|^{2}+\alpha^{2 k}\left\|(i \xi)^{k} \hat{g}(\xi)-q(\alpha, \xi)(i \xi)^{k} \mid f^{\delta}(\xi)\right\|^{2} \\
& +2 \mathfrak{R}\left((q(\alpha, \xi)-1) f^{\delta}(\xi)+q(\alpha, \xi)(\alpha \xi)^{2 k} \mid f^{\delta}(\xi), \hat{g}(\xi)-q(\alpha, \xi) f^{\delta}(\xi)\right) .
\end{aligned}
$$

Hence, it has $J_{\alpha}(g) \geq J_{\alpha}\left(M_{\alpha} f^{\delta}\right), \forall g \in L^{2}(R)$, and then

$$
\begin{aligned}
J_{\alpha}\left(M_{\alpha(\delta)} f^{\delta}\right) & =\delta^{2}+\alpha^{2 k}\left\|R_{\alpha}^{k} f^{\delta}\right\|^{2} \leq J_{\alpha}(f) \\
& \leq\left\|\hat{f}(\xi)-f^{\delta}(\xi)\right\|^{2}+\alpha^{2 k}\left\|(i \xi)^{k} \hat{f}(\xi)\right\|^{2} \\
& \leq \delta^{2}+\alpha^{2 k}\left\|f^{(k)}\right\|^{2},
\end{aligned}
$$

$$
\text { i.e., }\left\|R_{\alpha}^{k} f^{\delta}\right\| \leq\left\|f^{(k)}\right\| \text {. We have }
$$

$$
\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\|^{2}=\left\|q(\alpha, \xi)(i \xi)^{k} f^{\delta}(\xi)-(i \xi)^{k} \hat{f}(\xi)\right\|^{2}
$$

$$
=\left\|q(\alpha, \xi)(i \xi)^{k} f^{\delta}(\xi)\right\|-2 \mathfrak{R}\left(q(\alpha, \xi)(i \xi)^{k} f^{\delta}(\xi),(i \xi)^{k} \hat{f}(\xi)\right)+\left\|(i \xi)^{k} \hat{f}(\xi)\right\|^{2}
$$

$$
\leq 2 \mathfrak{R}\left((i \xi)^{k} \hat{f}(\xi)-q(\alpha, \xi)(i \xi)^{k} f^{\delta}(\xi),(i \xi)^{k} \hat{f}(\xi)\right)
$$

Let $\grave{\mathrm{o}}>0_{\text {be arbitrary constant, since }} H^{k}(R)$ is dense in $L^{2}(R)$, there exists $z \in H^{k}(R)$ such that $\left\|z-f^{(k)}\right\| \leq \frac{\grave{\mathrm{o}}}{3}$, then it has

$$
\begin{aligned}
\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\|^{2} \leq & 2 \mathfrak{R}\left((i \xi)^{k} \hat{f}(\xi)-q(\alpha, \xi)(i \xi)^{k} f^{\delta}(\xi),(i \xi)^{k} \hat{f}(\xi)-\hat{z}(\xi)\right) \\
& +2 \mathfrak{R}\left((i \xi)^{k} \hat{f}(\xi)-q(\alpha, \xi)(i \xi)^{k} f^{\delta}(\xi), \hat{z}(\xi)\right) \\
\leq & \frac{2 \grave{\mathrm{o}}}{3}\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\|+2\left\|z^{(k)}\right\| \cdot\left(\left\|\hat{f}(\xi)-f^{\delta}(\xi)\right\|+\left\|(1-q(\alpha, \xi)) f^{\delta}(\xi)\right\|\right) \\
\leq & \frac{2 \grave{o}}{3}\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\|+4 \delta\left\|z^{(k)}\right\| .
\end{aligned}
$$

The above inequality can be rewritten as

$$
\begin{equation*}
\left(\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\|-\frac{\grave{o}}{3}\right)^{2} \leq \frac{\grave{o}^{2}}{9}+4 \delta\left\|z^{(k)}\right\| . \tag{3.2}
\end{equation*}
$$

When $\delta>0$ is so small that $\delta\left\|z^{(k)}\right\|<\frac{\grave{\mathrm{o}}^{2}}{9}$ in (3.2), it has $\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\| \leq \mathrm{o}$, and then $\lim _{\delta \rightarrow 0} R_{\alpha(\delta)}^{k} f^{\delta}=f^{(k)}$.

In addition, from $J_{\alpha}\left(M_{\alpha} f^{\delta}\right) \leq J_{\alpha}(f)$ we know that

$$
\begin{aligned}
& \left\|(q(\alpha, \xi)-1) f^{\delta}\right\|^{2}+\alpha^{2 k}\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\|^{2} \\
& \leq\left\|f(\xi)-f^{\delta}(\xi)\right\|^{2}+\alpha^{2 k}\left\|(i \xi)^{k} f(\xi)\right\|^{2}-\alpha^{2 k}\left\|\mathrm{R}_{\alpha}^{k} f^{\delta}(\xi)\right\|+\alpha^{2 k}\left\|R_{\alpha}^{k} f^{\delta}(\xi)-(i \xi)^{k} f(\xi)\right\|^{2} \\
& \leq \delta^{2}+2 \alpha^{2 k}\left\|(i \xi)^{k} \hat{f}(\xi)\right\|^{2}-2 \alpha^{2 k} \mathfrak{R}\left((i \xi)^{k} \hat{f}(\xi), q(\alpha, \xi)(i \xi)^{k} \hat{f}^{\delta}(\xi)\right) \\
& =\delta^{2}+2 \alpha^{2 k} \mathfrak{R}\left((i \xi)^{k} \hat{f}(\xi),(i \xi)^{k} \hat{f}(\xi)-q(\alpha, \xi)(i \xi)^{k} \hat{f}^{\delta}(\xi)\right) \\
& \leq \delta^{2}+2 \alpha^{2 k}\left(\left\|(i \xi)^{2 k} \hat{f}(\xi)\right\| \cdot\left(\left\|\hat{f}(\xi)-f^{\delta}(\xi)\right\|+\left\|(1-q(\alpha, \xi)) f^{\delta}\right\|\right)\right) \\
& \leq \delta^{2}+4 \delta \alpha^{2 k}\left\|f^{(2 k)}\right\| .
\end{aligned}
$$

Thus, it has
$\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\|^{2} \leq 4 \delta\left\|f^{(2 k)}\right\|$,
i.e., $\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\|=O\left(\delta^{\frac{1}{2}}\right)$.

When $q(\alpha, \xi)=\frac{1}{1+(\alpha \xi)^{k}}$, it has
Theorem 3.2 Assume that $\|f\|_{p} \leq M$ where $k<p<2 k, f^{\delta} \in L^{2}(R)$ satisfies $C \delta^{\gamma}<\left\|f^{\delta}\right\|$ where $C>0$ and $0<\gamma<1$, the regularization parameter $\alpha=\alpha(\delta)$ is chosen by solving (3.1), then it has
$\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\|=O\left(\delta^{\min \left\{1-\gamma, \frac{p-k}{k} \gamma\right\}}\right)$.
Proof: From equation (3.1) we know that

$$
\left\|(q(\alpha, \xi)-1) f^{\delta}\right\|=\alpha^{k}\left\|\frac{|\xi|^{k} f^{\delta}(\xi)}{1+(\alpha|\xi|)^{k}}\right\|=\alpha^{k}\left\|R_{\alpha}^{k} f^{\delta}\right\|=C \delta^{\gamma}
$$

Moreover, we have

$$
\left\|R_{\alpha}^{k} f^{\delta}\right\| \leq\left\|R_{\alpha}^{k} f^{\delta}-R_{\alpha}^{k} f\right\|+\left\|R_{\alpha}^{k} f\right\| \leq \frac{\delta}{\alpha^{k}}+\left\|f^{(k)}\right\|=\frac{\left\|R_{\alpha}^{k} f^{\delta}\right\|}{C} \delta^{1-\gamma}+\left\|f^{(k)}\right\|,
$$

i.e., $\left\|R_{\alpha}^{k} f^{\delta}\right\| \leq \frac{C}{C-\delta^{1-\gamma}}\left\|f^{(k)}\right\|$. Then, it has
$\frac{\delta}{\alpha^{k}}=\frac{\left\|R_{\alpha}^{k} f^{\delta}\right\|}{C} \delta^{1-\gamma} \leq \frac{\left\|f^{(k)}\right\|}{C-\delta^{1-\gamma}} \delta^{1-\gamma}$.
Notice that

$$
\left\|f^{\delta}\right\|-C \delta^{\gamma}=\left\|f^{\delta}\right\|-\left\|(q(\alpha, \xi)-1) f^{\delta}\right\| \leq\left\|q(\alpha, \xi) f^{\delta}\right\|
$$

Denote the inverse Fourier transform of the regularizing solution $R_{\alpha}^{k} f^{\delta}{ }_{\text {as }} R_{\alpha}^{k} f^{\delta}$, we define

$$
A_{\alpha}(\xi):=\frac{R_{\alpha}^{k} f^{\delta}}{(i \xi)^{k}}=q(\alpha, \xi) f^{\delta}(\xi), \xi \neq 0
$$

then it has

$$
\begin{aligned}
& \left\|A_{\alpha}(\xi)\right\|=\left\|q(\alpha, \xi)(i \xi)^{k} f^{\delta}(\xi)\right\| \\
& \text { and } A_{\alpha}(0)=f^{\delta}(0)=\int_{-\infty}^{+\infty} f^{\delta}(x) d x .
\end{aligned}
$$

For a suitable constant $\grave{o}>0$, it has

$$
\begin{aligned}
\left\|q(\alpha, \xi) f^{\delta}(\xi)\right\|^{2} & =\int_{-\dot{o}}^{+\grave{o}}\left(\frac{R_{\alpha}^{k} f^{\delta}(\xi)}{\xi^{k}}\right)^{2} d \xi+\int_{R \backslash[-\dot{o},+\dot{o}]}\left(\frac{R_{\alpha}^{k} f^{\delta}(\xi)}{\xi^{k}}\right)^{2} d \xi \\
& \leq 2 \grave{o}\left(f^{\delta}(0)^{2}+1\right)+\frac{1}{\grave{\mathrm{o}}^{2 k}}\left\|R_{\alpha}^{k} f^{\delta}\right\|^{2} \\
& \leq 2 \grave{o}\left(f^{\delta}(0)^{2}+1\right)+\frac{1}{\grave{\mathrm{o}}^{2 k}}\left(\frac{C \delta^{\gamma}}{\alpha^{k}}\right)^{2} .
\end{aligned}
$$

Thus, it has

$$
\left(\left\|f^{\delta}\right\|-C \delta^{\gamma}\right)^{2} \leq\left\|q(\alpha, \xi) f^{\delta}(\xi)\right\|^{2} \leq 2 \grave{o}\left(f^{\delta}(0)^{2}+1\right)+\frac{1}{\grave{o}^{2 k}}\left(\frac{C \delta^{\gamma}}{\alpha^{k}}\right)^{2}
$$

i.e.,

$$
\alpha^{k} \leq \frac{C \delta^{\gamma}}{\grave{\mathrm{o}}^{k} \sqrt{\left(\left\|f^{\delta}\right\|-C \delta^{\gamma}\right)^{2}-2 \grave{\mathrm{o}}\left(f^{\delta}(0)^{2}+1\right)+\frac{1}{\grave{\mathrm{o}}^{2 k}}\left(\frac{C \delta^{\gamma}}{\alpha^{k}}\right)^{2}}}
$$

From Theorem 2.2 we know that

$$
\left\|R_{\alpha}^{k} f^{\delta}-f^{(k)}\right\| \leq \frac{\delta}{\alpha^{k}}+M \alpha^{p-k}=O\left(\delta^{\min \left\{1-\gamma, \frac{p-k}{k} \gamma\right\}}\right)
$$

## 4. Conclusions

A class of stable numerical differential algorithms is constructed by modifying the integral "kernel" based on the Fourier transform in frequency domain. Some different choices of the modified kernel function are given. The aposteriori choice strategy of the regularization parameter and the convergence analysis of the approximate derivatives are also given.

## Acknowledgement

This research was supported by National Natural Science Foundation of China (Grant No. 11661008), Science and Technology Project of Jiangxi Educational Committee (Grant No. GJJ211402) and The Graduate Student Innovation Funds of Gannan Normal University (Grant No. YCX20A020).

## References

[1] Demigny, D., 2002. "On optimal linear filtering for edge detection." IEEE T. Image Process, vol. 11, pp. 728-737.
[2] Seo, J. K. and Woo, E. J., 2011. "Magnetic resonance electrical impedance tomography (mreit)." SIAM Rev., vol. 53, pp. 40-68.
[3] Zhang, Y., Jin, L., Guo, D., Yin, Y., and Yao, C., 2015. "Taylor-type 1-step-ahead numerical differentiation rule for first-order derivative approximation and ZNN discretization." J. Comput. Appl. Math., vol. 273, pp. 29-40.
[4] Ramm, A. G. and Smirnova, A. B., 2001. "On stable numerical differentiation." Math. Comput., vol. 70, pp. 1131-1153.
[5] Lu, S. and Pereverzev, S. V., 2006. "Numerical differentiation from a viewpoint of regularization theory." Math. Comput., vol. 75, pp. 1853-1870.
[6] Ahn, S., Choi, U. J., and Ramm, A. G., 2006. "A scheme for stable numerical differentiation." J. Comput. Appl. Math., vol. 186, pp. 325-334.
[7] Xu, H. L. and Liu, J. J., 2013. "On the Laplacian operation by Lavrentiev regularization with applications in magnetic resonance electrical impedance tomography." Inverse Probl. Sci. En., vol. 21, pp. 251-268.
[8] Xu, H. L., Xiang, X. Y., and He, Y. L., 2021. "An stable approach for numerical differentiation by local regularization method with its regularization parameter selection strategies." Acad. J. Appl. Math. Sci., vol. 7, pp. 27-35.
[9] Huang, X. W., Wu, C. S., and Zhou, J., 2013. "Numerical differentiation by integration." Math. Comput., vol. 83, pp. 789-807.
[10] Wang, Z. W., Qiu, S. F., Ye, Z. Q., and Hu, B., 2021. "Posteriori selection strategies of regularization parameters for Lanczos' generalized derivatives." Appl. Math. Lett., vol. 111, p. 106645.
[11] Wang, Z. W. and Wen, R. S., 2010. "Numerical differentiation for high orders by an integration method." J. Comput. Appl. Math., vol. 234, pp. 941-948.
[12] Davydov, O. and Schaback, R., 2016. "Error bounds for kernel-based numerical differentiation." Numer. Math., vol. 132, pp. 243-269.
[13] Zhi, Q., Fu, C. L., and Feng, X. L., 2006. "A modified method for high order numerical derivatives." Appl. Math. Comput., vol. 182, pp. 1191-1200.
[14] Qiu, S. F., Wang, Z. W., and Xie, A. L., 2018. "Multivariate numerical derivative by solving an inverse heat source problem." Inverse Probl. Sci. En., vol. 26, pp. 1178-1197.
[15] Wang, Z. W., Wang, H. B., and Qiu, S. F., 2015. "A new method for numerical differentiation based on direct and inverse problems of partial differential equations." Appl. Math. Lett., vol. 43, pp. 61-67.

