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1. Introduction 
There exists an increasing demand for mobile health care devices for home care purpose over the last few years. 

The development of tele-medicine and tele-homecare plays an important role in computer science and healthcare 

application [1-3]. The healthcare system provides abundant of contextual information and alerting mechanisms for 

both users and professionals. Also, the wearable health system is an emerging technology for continuous monitoring 

by using biomedical signal such as electrocardiography (ECG), blood pressure, or oxygen. 

The ECG signal measures the electrical activity of heart beat by using several electrodes. An accurate 

measurement of ECG can provide important diagnostic information for doctors’ reference. ECG can be used to 

diagnose a wide range of diseases such as heart attack, pulmonary embolism, perceived cardiac dysrhythmias, etc. 

Recent researches also focus on developing various kinds of health care devices that accurately measure and monitor 

ECG signals [4, 5]. 

The heart rate variability (HRV) based on the ECG is another diagnostic basis related to human health. HRV is a 

physiological phenomenon which is the variation of time interval between heart beats. HRV is proven to be 

regularized by the autonomic nervous system and often be used to reflect mental and psychological stress [6, 7]. 

Analysis methods can be taken under time-domain and frequency-domain. Some also employ non-linear methods. 

The analysis of HRV can be useful to diagnose cardiovascular and noncardiovascular diseases such as diabetic 

neuropathy, myocardial dysfunction, or Liver cirrhosis. 

However, diagnosis based on ECG and HRV analysis is usually inconvenient for the home care purpose. For 

medical diagnosis, the measurement of ECG signal has to be accurate enough. ECG signals are typically recorded by 

placing ten electrodes on the patient's limbs and on the surface of the chest for a short period of time. However, 

patients at home may be inconvenient to go to the hospital due to a variety of reasons. Hence, development of a 

mobile ECG measurement device becomes necessary. Besides, patients are usually hard to decide what the illness 

they have due to the lack of medical experience even if accurate ECG singles are available. This has led to the 

demand for developing a health care platform with measurement and analysis abilities for the home care purpose. 

In this research task, we build up a mobile health-care platform with easy ECG measurement and HRV analysis 

capabilities for the home care purposes. The platform combines ECG measurement module and data system analysis 

Abstract: This research task develops a mobile healthcare analysis system (PHAS) which combines both easy 

ECG signal measurement and reliable analysis of heart rate variability for home care purpose. The PHAS is 

composed by a health care platform (HCP) and a data system analysis (DSA) module. The HCP consists of a self-

developed two pole electrocardiography (ECG) measuring device and the DSA a data processing unit for 

detection and analysis of heart rate variability. For the DSA module, the adaptive R Peak detection algorithm is 

proposed to reliably detect the R peak of ECG for HRV analysis. A number of features are extracted from ECG 

signals. A data mining method is employed for HRV analysis to exploit the correlation between HRV and these 

features. Experiments are conducted by establishing a database of ECG signals measured from 29 subjects under 

rest and exercise condition. The results show the PHAS’s significant potential in mobile applications of personal 

daily health care. 

Keywords: Electrocardiography; Heart rate variability; Health care   platform; Data processing; Home care application. 
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module. The objective of this research is to integrate the data system analysis (DSA) into the mobile health care 

platform so that patients at home can perform a preliminary, near-professional self-diagnose of their illness. 

The contributions of this paper are summarized as follows: 1) we integrate HRV analysis into a health care 

platform so that diagnoses for patients at home become easier, 2) the adaptive R peak detection algorithm is 

proposed to reliably detect R peak of ECG for HRV analysis, and 3) we propose an HRV analysis method to exploit 

the correlation between HRV and features derived from ECG signals. 

The remainder of this article is organized as follows. Section 2 briefly reviews some of the related works. 

Section 3 gives an overview of the proposed platform and details of the DSA module are presented in Section 4~6. 

Section 7 reports the experimental results and Section 8 concludes the whole article. 

 

2. Related Work 
This section mainly focuses on two types of works, i.e., health care platform design and ECG and related signal 

analysis. 

 

2.1. Health Care Platform Design 
 Health care platform design has long been an active research topic. Considerable health care platforms that are 

easy to use and reliable have been developed. In, Alemdar and Ersoy [8] advocated the idea of wireless network for 

healthcare which include: body area network, personal area network, gateway to the wide area networks, wide area 

network, and end-user healthcare monitoring application. In. Darwish and Hassanien [9] presented several examples 

of body area network system for continuous monitoring of patients to explain the importance of body sensor 

networks in medicine and caregivers. In Baig, et al. [10] focused on reviewing wearable ECG monitoring system in 

the form of wireless, mobile, and remote technologies related to older people. Afterwards, there are some examples 

to establish ECG monitoring system, such as Yang, et al. [11] developed a wearable patch-style heart activity 

monitoring system (HAMS) which was used for recording ECG signal,. [5] designed an ECG processor with HRV 

analysis in a real-time potable health system, and Wu et al. [6, 7] focused on the real-time ECG monitoring system to 

estimate heart rate variability and added wireless transmission to the self-developed biofeedback system. More 

recently, [12] performed ambulatory EEG recording and real-time healthcare applications by using some 

miniaturized wireless electroencephalography (EEG) sensors. They proposed a scalable real-time energy-efficient 

EEG compression scheme for the wireless body area sensor network. 

 

2.2. ECG and Related Signal Analysis 
With regard to QRS complex detection, Yeh and Wang [13] focused on development of the difference operation 

method [14] to detect QRS wave of ECG signals. Wu and Lee [15] proposed an improved methodology which 

provides a total solution from hardware design to software development for HRV analysis, including design of an 

ECG acquisition platform, QRS signal processing, and HRV parameter calculation. Besides, the regularization 

algorithm of RR interval can be traced back to [16-18]. 

For HRV analysis, in 1996, Task Force of the European Society of Cardiology [19] published the standards of 

HRV analysis, and application with clinical use. [6] described the procedures of HRV analysis, such as time-domain, 

frequency-domain, and nonlinear analysis. Also, it depicted the relationship with HRV and diseases. In. Niskanen, et 

al. [20] proposed the software for HRV analysis in Matlab environment. After that, the algorithms of frequency 

analysis via HCP that involves resampling RR sequence have been proposed in [21], and computing the spectrum 

with fast Fourier transform [22] and autoregressive model [23, 24].  

In Milley [25] proposed the idea of healthcare and data mining. In. Cios and Moore [26] analyzed the 

uniqueness of medical data mining. In Pecchia, et al. [27] proposed the data mining application with healthcare. So 

far, the data mining application appeared in many aspects. Mougiakakou, et al. [28] exploited it to medical image 

acquisition and data management, Pecchia, et al. [27] used data mining for early detection of the worsening in 

patient's condition to enhance effectiveness and efficiency of the health monitoring system, and Jain, et al. [29] 

analyzed several mining physiological conditions to verify HRV analysis. I Wang [30] punished the feature selection 

with kernel class so as to provide a variety of selection modes with different search strategies. With the extensive 

experiments for feature selection. Molina, et al. [31] conducted distinct feature selection algorithm, and conducted 

the experimental evaluation. With regard to establish the system model, the application notions come from the 

Bayesian theorem [14]. 

 

3. System Overview 
3.1. Health Care Platform (HCP) Module 

The HCP module here is implemented by adopting a patented handheld device [32], developed by the authors, 

to easily collect ECG signals from two conductive electrodes. See Figures 1 and 2 for the description of the module. 
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Fig-1. Structure of the HCP 

 
Fig-2. Self-developed two pole ECG acquisition device. 

 

The measurement of ECG signals is implemented by a handheld device using a pair of electrode patches. The 

signal process is processed by an analog filter/amplifier unit with the frequency range 0.5 to 40 Hz.  

The receiver module consists of a PCB-based antenna, an RF communication unit, a microcontroller, and an 

USB/UART interface. The ECG signal processing algorithm adopts the QRS wave detection method proposed in 

Pan and Tompkins [33]. The ECG signals are displayed on the monitor with the signal sampling rate at 125 Hz. 

 

3.2. Data System Analysis (DSA) Module 
The DSA works with three functions: digital signal processing, database analysis, and establishment of the DSA 

predictive model. The digital signal processing unit includes QRS complex detection. Database analysis includes 

feature generation, data mining, and feature selection. 

For the digital signal processing, the essential parts are the QRS complex detection and construct RR interval 

and EDR signal. Afterwards, the data processing analysis is conducted by including feature generation, data mining, 

feature selection, and establishing the system model. In the data processing analysis, we obtain essential information 

from time-domain, frequency-domain, and perform nonlinear analysis for decision making. In the time domain 

analysis, we collect data from a bio-signal processor module obtaining SDNN (standard deviation of RR intervals), 

RMSSD (root mean square of successive difference RR intervals) and NN50 (the number of successive RR intervals 

differing more than 50ms). For the frequency analysis, the spectrum distribution of HF (high frequency band), LF 

(lower frequency band), VLF (very Lower frequency band), and the ratio of HF and LF are obtained. In addition, 

nonlinear analysis methods also provide the characteristic messages from Poincare plot, approximate entropy, and 

derived parameters. Then, it passes through a data mining procedure to exhume the unknown informatics from 

database. 
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4. Digital Signal Processing 
4.1. QRS Complex Detection 

 The digital signal processing of DSA is designed to extract key information. We derive time series sequences 

from the original ECG signal, i.e. R-R interval time series and EDR time series. The QRS complex detection 

consists of adaptive R-peak detection and generation of EDR signal. R-R interval sequence can be established with 

the adaptive R peak detection algorithm, and EDR time sequence can be established for the EDR signal. 

 

4.2. Adaptive R Peak Detection Algorithm 
 The acquired ECG signals are preprocessed via high-pass filtering, low-pass filtering, and band-pass filtering 

processes, to minimize noise corruption while preserving the meaningful part. Figure 3 shows the schematic figure 

of R-peak detection. 

 
Fig-3. Schematic figure of R peak detection from ECG 

 
 

In Figure 3,     is the amplitude of the ECG signal,     represents the time series in ECG, and           
   . The operational steps of adaptive R peak detection algorithm can be generated by the steps depicted in Figure 4. 

This algorithm involves detecting the candidate R peak and constructing the R-R interval data set. As for the 

candidate R peak, the first step is to find the initial threshold from the ECG database. Because the original data set is 

saved at 125 samples per second, there might be the case that R peak appears twice in one sec. Secondly, we assume 

the optimal period     of the heart rate to obtain R peak which appears once in the data set   . The third step is to 

find         which is unique. If         is not unique, we proceed to find the repeating point and tune the ECG 

data. There is only one specific         needed to be considered. 

Before conducting the decision process for the R-R interval from the data set       which includes the 

information of all R peaks in ECG, we define the lower limit of amplitude        . The strategy of this step is to 

remove the unsuitable R peaks in      , whether a detected event exhibits a suitable R peak or not. If the detected 

    is large, for example, higher than 1.2 sec (40 bpm) which may relates to a false detection; likewise, if     is less 

than 0.5 sec (120 bpm), there is probably a missing detection. Finally, we obtain the R-peak data set      and R-R 

interval data set      .  

Different from the usual R-peak detection algorithm (such as Pan-Tompkins’ QRS detection algorithm), we 

have developed an adaptive R-peak detection algorithm shown as in Figure 4 which uses the lower limit of ECG 

amplitude, instead of the upper and lower limits of amplitude, to simplify the analysis procedure. In addition, we 

have adopted the optimal period to increase accuracy of the R-peak detection. 
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Fig-4. Flowchart of the adaptive R peak detection algorithm 

 

 

4.3. Generating EDR Signals 
With periodic breathing, human’s chest movement reflects in the R peak of an ECG signal. A surrogate 

respiratory signal of respiration can be referred as the EDR. We extract the R-peak data set      as the reference 

point. EDR signal is obtained by calculating the area enclosed by the baseline corrected ECG in the region 100 ms 

beyond the R-peak. The transmission rate of ECG original data is set at 125 Hz, which means that the interval 

between a complete P, Q, R, S, T waveform is 8 ms. The first step is to set each R peak as the datum point. Next, we 

search for 13 complete ECG waveforms located after the datum point. As for the EDR signal, the sum of the 13 ECG 

data is to substitute the area enclosed by 100 ms after the datum points (i.e. 13 ECG waveforms spanning 104 ms). 

 

4.4. Preprocessing R-R interval 
 The preprocessing of R-R interval deals with the issue of smoothness prior regularization. We adopt the method 

presented in Tarvainen, et al. [16] to eliminate the base-line drift in R-R interval. 

 

4.5. Signal Processing Verification 
Verification of the digital signal processing consists of four parts: verification of the adaptive R peak algorithm, 

reconstruction of ECG signal to generate EDR signal, generation of R-R interval and EDR signal, and signal 

processing of the R-R interval. 

With the measurement of ECG signal by the HCP, one can directly observe the differences among all subjects’ 

ECG signals under the rest and the exercise conditions. In addition, it verifies accuracy of ECG measurement via the 

HCP. Figure 5 shows differences of the subject’s ECG signals under the rest and exercise conditions. In this figure, 

the exercise condition shows higher heart rate than that in the rest condition, thereby affecting composition of the R-

R interval. Generation of R-R interval and EDR signal relies on the adaptive R peak detection algorithm and 

reconstruction of ECG signals. The generated R-R interval and EDR signals are displayed in Figures 6 and 7. One 

can observe slight variation of R-R interval and EDR signal in different experimental conditions, such as the R-R 

interval variation infers to HRV, and EDR variation is referred to the respiratory activity under the rest and exercise 

conditions. 
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Fig-5. R-R interval of the subject A. (a) rest (b) exercise condition 

 
 

Fig-6. R-R interval of the subject A. (a) rest condition (b) exercise condition 
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Fig-7. EDR signal of the subject A. (a) rest condition (b) exercise condition 

 
                    

To eliminate the baseline drift of R-R interval, we utilize a smoothness prior analysis mentioned before. As the 

result of signal processing, one can distinguish the difference between RR-original and RR-preprocessed. The result 

of comparison can be seen from Figures 8 and 9. 

 
Fig-8. Signal processing of R-R interval for the subject A (exercise). 

 
      

Fig-9. Signal processing of R-R interval for the subject A (rest) 
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5. Feature Generation 
 The regulation mechanisms of HRV originated from sympathetic and parasympathetic can be an indicator 

reflecting the physical function of human’s heart. We investigate variability of heart rate via the HCP. There are 

three major approaches for analysis: time-domain, frequency-domain, and non-linear analysis. 

 

5.1. Time-Domain Analysis 
 For the time-domain method, we directly use the raw R-R interval time series to calculate related indices. In the 

time-domain analysis,   ̅̅ ̅̅ ,   ̅̅ ̅̅ , SDNN, SDSD, RMSSD, and pNN50 are major indices of HRV time-domain analysis 

[4].   ̅̅ ̅̅  means the mean value of R-R interval and the mean heart rate is   ̅̅ ̅̅ . In the experiments, we select 19 

characteristic values from the HRV time series. 

 

5.2. Frequency-Domain Analysis 
 While the time-domain approach is computationally simpler, it lacks the ability to discriminate between 

sympathetic and parasympathetic contribution to HRV. Note first that an R-R interval time series is an irregularly 

time-sampled signal. However, in the frequency domain, the feature should not be ignored. Frequency-domain 

analysis involves spectral analysis. Power spectral density (PSD) of the sampled signal describes distribution of the 

signal power over the interested frequency range. We refer to Lee, et al. [4] for the key frequency-domain indices 

over the frequency bands of very low frequency (VLF) (0.003-0.04 Hz), low frequency (LF) (0.04-0.15 Hz), and 

high frequency [2] (0.15-0.4 Hz). In addition, we consider LF/HF, LF norm (LF power in normalized unit), and HF 

norm. Moreover, we impose the preprocessed R-R interval as another signal source and utilize different methods to 

examine the spectrum distribution for the purpose of improving accuracy of the frequency analysis. Among different 

types of R-R interval, the influence on the spectrum needs to be taken into account. Totally, 32 indices were obtained 

from the frequency analysis. 

 

5.3. Nonlinear Analysis 
 Poincaré plot serves as a graphical representation of the correlation between the samples       and      

   of R-R intervals [34] with data placed on the plot to fit an ellipse.  SD1=√         and 

SD2=√                denote the standard deviations of the data of the major and minor axes of the ellipse, 

respectively. The former is closely related to the short-term variability which is mainly caused by respiratory sinus 

arrhythmia (RSA) reflecting the activity of parasympathetic. The latter is related to the long-term variability 

reflecting the equilibrium of autonomic nervous system [28]. SD1/SD2 reflects the activity of sympathetic [34].  The 

two indices can be used to describe ANS activity from the Poincaré plot: the cardiac vagal index 

(CVI=             ) and cardiac sympathetic index (CSI=SD2/SD1). 

Pincus [35] proposed approximate entropy (ApEn) as a solution to observe the changes in underlying episodic 

behavior not reflected in peak occurrences or amplitudes. As for the value of ApEn, the larger one indicates higher 

complexity or irregularity, and the smaller one shows higher regularity. Denote the                       
      be a time series of data     . The approximate entropy is obtained as 

   1( , , ) Φ Φ   k kApEn k r N r r 
                     

where       
 

     
∑       

          
    with   

     being {number of      such that 
            

     
   }where 

                           with       being the   scalar components of    Selection of   here is          

where     is standard deviation of the R-R interval. The information can be derived from the distribution of 

Poincaré plot and the derived parameters from Poincaré, SD1, SD2, CVI, and CSI. In addition, the approximate 

entropy is designed for the values of   with   = 0.1, 0.15, 0.2 and 0.25. 

 

5.4. Feature Generation 
 The feature generation process aims at integration of HRV analysis and EDR analysis parameters. For the DSA 

parameters of HRV analysis, it consists of 95 features with 19 features based on time-domain analysis, 32 features 

for the frequency-domain analysis, 10 features for the nonlinear analysis, and 34 features for the frequency analysis 

[36]. 

The EDR series is derived from ECG signals; it utilizes the QRS wave of ECG to calculate key characteristic 

parameters. For composition of the indices, the spectral analysis can be used to explode meaningful messages linked 

to the activity in EDR series. The spectrum is estimated in a similar manner to the R-R interval series. 

 

6. Data Mining 
6.1. Classification 

 Support vector machine (SVM) is adopted here to extract key features embedded in database. The SVM 

minimizes structural risk as the development objectives. After performing comparison among different decision 

functions: linear, polynomial and radial basis function (RBF), the RBF was adopted because of its better capability 

of discrimination among the test subjects. The decision function RBF is given by 
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                                             (∑       (    )

 

   

  )                                          

where the kernel function  (    )        
        

 

     with   being the width and b is the bias. The coefficients of 

HRV and EDR time series were used as the input data to the SVM model, which serves as the key factors in the 

search process to exploit the unclear relationship between HRV and EDR. 

 

6.2. Cross Validation 
The jackknife method is a leave-out one cross validation, which is designed to search for the correlation among 

different features [37]. First, we assume that there are   original data, where the vector of samples 

              . The jackknife samples      are 

                                                                  

                                                                  

                                                                                                                                                                           (3) 

                                                                           

The definition of the jackknife samples is taken out from the sample vector  . The rest of the dataset       

is to compute a series of jackknife samples. After finishing n times of leave one out, we come to access a group of 

jackknife samples                     . Estimation of the jackknife samples  ̂    is the jackknife replication 

defined as 

 ̂                              (4) 

 

6.3. Statistical Analysis 
 The bootstrap method [38] involves taking the original data set of N objects and sampling from it to form a new 

sample (i.e. bootstrap sample), also of the size N. The bootstrap sample is taken from the original data using 

sampling with replacement. This process is repeated a significant number of times and, for each of these bootstrap 

samples, its mean is computed to get bootstrap estimates. The method is designed here to estimate the empirical 

distribution. The aim is to assess accuracy of a given value for a given sampling distribution, which can be used to 

estimate the unknown empirical distribution. 

The original data set   are assumed to be independent. The bootstrap sample   is generated by repeating random 

sampling replacement, where       
    

      
   and   

   represents one of the original data set, such as   
    , 

  
    ,   

    . Constructing the bootstrap sample to estimate the statistic values by average, correlation function, 

and standard deviation is called the bootstrap replications      . The empirical distribution function  ̂  is the discrete 

distribution. The empirical distribution  ̂ is computed and considered as an estimator of the same statistics for the 

entire distribution G. 

 

6.4. Feature Selection 
The sequential forward selection (SFS) method aims at enhancing accuracy of the results in data mining by 

removing noisy and inappropriate features. It iteratively adds features to the initial data subset, according to the data 

mining results for extracting one dimensional feature at one time. 

 

6.5. Establishment of DSA Model 
 We exploit the optimal feature subset      as the basis of the DSA model     . The weights of the DSA model, 

denoted           , can be considered as the probability of accuracy in each feature. The optimal feature subset 

     is 

 

                                           (5) 

 

The prediction analysis    is obtained by 

 

   
 

 
∑       

                      (6) 

where                with          and    being the probability of accuracy in each feature. 

 

7. Results 
 Twenty-nine subjects including ten males and nineteen female ones aged from 18 to 61 joined in this 

experiment. Each subject was asked to hold the two handlebars to record his/her ECG signals. The measurement 

involves the rest condition for 5 minutes, riding the exercise bike for another 5 minutes then measuring ECG for 5 

minutes. The purpose is to verify that the DSA procedure works correctly with this HCP. We select 95 characteristic 

indices from HRV and EDR analyses as the feature generation database. 
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7.1. Classification 
 We make use of the kernel function from SVM for classification with the width of the Gaussian function 

1/2000 and the regulation parameter 100. According to the results of classification with 29 participated subjects, they 

can be divided into three groups to separate the collected results in one of three categories as Type I, Type II, and 

Type III. For Types I and III, variation of the heart behaviors can be distinguished directly. Type II is for the cases, 

the results collocated in certain area which are difficult to be determined. The situation of Type II would depend on 

the kernel function chosen. Comparison of performance between linear and nonlinear kernel functions can be 

referred to Lin, et al. [32]. 

 

7.2. Leave-one-out Validation 
Secondly, leave-one-out cross validation (L1O CV) is adopted to pick the abnormal subjects. The L1O CV uses 

one observation as the validation set and the remaining observations as the training set [39]. The process is repeated 

to cut the original sample on a validation set of one observation and a training set. We considered the classification 

result of testing data as the reference to find out the subjects belonging to Type III. The leave-one-out validation was 

conducted 10 times. By this way, we try to identify the possibility of abnormal subjects. The category of exceeding 

or equal to three unusual features        involves subjects 3, 5, 6, 7, 15, 17, 21. The category of exceeding or equal 

to five abnormal features        involves subjects 3, 5, 21. See Table 1 for the summary. 

 
Table-1. Summary of the abnormal test subjects 

Case 1: SDNN (Feature 7),  Case 2 : RMSSD (Feature 8), Case 3: SDSD (Feature 9), Case 4: SD1 

(Feature 54), Case 5: Poincare (Feature 55), Case 6: CVI (Feature 56), Case 7: CSI (Feature 57), Case 8: 

VLF (Feature 20), Case 9: HF (Feature 22), Case 10: Total (Feature 23) 

Subject Case Subject Case 

1 5 12 10 

3 1,2,3,5,6,7,9 13 10 

5 1,4,6,7,9 15 1,4,6 

6 5,6,10 17 1,4,6 

7 1,7,9 19 1 

10 1 21 1,2,3,4,5,6,8,9,10 

11 1   

 

7.3. Statistical Analysis 
 Three categories (         ,       ,       ) were used to conduct bootstrap analysis to evaluate the empirical 

distribution. Figure 10 shows empirical distribution with the bootstrap method, with 2000 bootstrap replications for 

each category. From the comparison of sub-figures, we should be confident to pick abnormal subjects.        

shows the best experimental results, which are located in 91-93%. We can thus consider it as the base dataset for 

further research. 
 

Fig-10. Empirical distribution with (a)          , (b)        , (c)        
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7.4. Feature Selection 

 The feature selection result was performed with 20 features by observing the empirical distribution. Figure 11 

shows empirical distribution with feature selection for          ,        and       . The result of selection shows 

closeness while compared with the original dataset; the difference is within 5 %. The feature selection can thus be 

used to reduce the computational load. 

 
Fig-11. Empirical distribution with feature selection for (a)          , (b)        , (c)       . 
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7.5. Results of DSA Model Prediction 
 According to the results of feature selection, we established DSA models to predict the physiological 

information for each subject. Figure 12 shows the result of the predictive analysis for 20 features. 

 
Fig-12. Results of the predictive analysis (20 features). 

 
 

7.6. Discussions 
 The percentage of RBF-based classification belonging to Type II is smaller than that of the linear one. Indices 

considered here show a higher classification results (70-90%) in RBF-based classification. It meant that the situation 

between the rest and after the exercise condition have no effect in those situation. In other words, the classification 

with the RBF method exhibit relatively ideal performance. 

Leave-one-out validation shows that better performance of classification in the modified results revealing that 

Type III may exist abnormal subjects. From Figures 6-9, we are confident to eliminate the abnormal subject.        

shows the best experimental result, which located in 91-93%. Therefore, one can consider        as the base data 

set for further research works. 

From Figures 10 and 11, the mean values of the corresponding features are significantly different, which can be 

used for the purpose of identification. The results of selection show that they are close to the original dataset; the 

error is less than 5%. Results presented here show potential of the developed platform for the purpose of future 

mobile health care.  

 

8. Conclusions 
The major aim of this research task is to develop an easily applicable healthcare analysis system which can be 

used in conjunction with the current trend of mobile health care applications. The proposed design shows HCP’s 

significant potential in mobile applications of personal daily health care. The platform has been shown to be a 

convenient tool for collecting and analyzing physiological information from human body. The proposed procedure in 

data analysis, DSA allows one to generate ECG patterns that may affect HRV parameters. Extensive experiments 

demonstrate the use of this platform. 
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